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Lecture Outline for Today

• Mesh Streaming
• Homework3



Recap: Mesh

• Data representation
• Each frame has vertices and connectivity
• Color texture is stored independently, so there is also 

mapping information from texture to polygons



Challenges in Mesh Streaming

• Low Latency: For interactive live streaming, we 
expect latencies on the order of 2D video 
conferencing systems (<100ms). 
• Scalable: 3D video quality is often a function of 

number of cameras and scene size. An ideal 
capture solution should support dozens of sensors 
with commodity hardware. 
• Adaptive Streaming: The system must operate 

given practical bitrates for Internet streaming, and 
the quality of the system should adapt to 
bandwidth availability.



Mesh Streaming

• Bandwidth and latency are also a function of the 
scale of the scene captured.



Implications of 3D Representations

Point Cloud 
Representation

Mesh Representation

Mesh	requires	significantly	less	data	rate	but	
poses	numerous	computational	challenges	
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Mesh	is	not	natively	
available	in	sensors



Mesh Capture
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Mesh Capture
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Mesh Capture

Not scalable with #cameras, scene size, and high quality 

Decimation is computationally 
expensive task

Reconstruction is GPU 
memory intensive
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Root Cause Analysis

Decimation is computationally 
expensive task

Reconstruction is fast but GPU 
memory intensive
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Distributed Capture
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Distributed Capture
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Distributed Capture

…
..…

.

Mesh Merging

Edge Server

Mesh 
Stream

Key	takeaway	#1:	Mesh	
merging	is	more	

efficient	than	RGB-D	
merging
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Distributed Capture

…
..…
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Mesh Merging

Edge Server

Mesh 
Stream

RGB Stream

Stream	Directly

Textured 
Mesh 

Bitstream
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Distributed Capture

…
..…

.

Mesh Merging

Edge Server

Mesh & RGB
Stream

Textured 
Mesh 

Bitstream
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Stream	to	Server



Texture	Processing

NxN

NxN

Compact	
Packing
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Texture	Processing

Nx2N

< Nx2N

Codec/Bandwidth	
Efficient	Packing

Compact	
Packing
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Distributed Capture

…
..…

.

Mesh & Texture 
Merging

Edge Server

Mesh & RGB
Stream
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Key	takeaway	#2:	
Texture	processing	at	

server	enforces	
spatial	consistency



Streaming Texture vs. Mesh Geometry

Original	texture	
Original	mesh

Original	texture	
Low-res	mesh

Low-res	texture	
Original	mesh

164MB

8.2MB

8.2MB
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Texture	has	more	impact	on	final	rendered	
quality.	It	should	be	allocated	more	bits.



Streaming Texture vs. Mesh Geometry

How	to	split	the	
bandwidth	between	
texture	and	mesh?

How	to	select	
optimal	coding	

parameters	for	both	
texture	&	mesh?
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Rate distortion 
Function

Distortion Bitrates for texture and mesh geometry 
with tuning parameters

Rate control Problem



Streaming Texture vs. Mesh Geometry

Predictive	
Model

RGB-D frames

Bandwidth history

Coding Parameters 
for Texture & Mesh

How	to	split	the	
bandwidth	between	
texture	and	mesh?

How	to	select	
optimal	coding	

parameters	for	both	
texture	&	mesh?
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Scene Complexity Metric

• DCT Energy

otherwise



Distributed Capture

…
..…

.

Mesh & Texture 
Merging,

Rate Control

Edge Server

Mesh & RGB
Stream

Textured 
Mesh 

Bitstream
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Key	takeaway	
#3:	Texture	is	
more	important	
than	geometry



Distributed Capture Performance
Qu
al
ity
	(S
SI
M
)

Significantly better quality under lower bitrates
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Below	0.8	SSIM	
not	acceptable



Scalability of Distributed Capture

Not GPU bottlenecked; DRAM is abundant and scalable
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Adapting Texture and Mesh 
Streams



Adapting Texture and Mesh 
Streams



Adapting Texture and Mesh 
Streams



Adapting Texture and Mesh 
Streams



Summary of the Lecture

• Mesh streaming
• Distributed Capture
• Adaptation of texture and mesh streams

Next up: Progressive transmission of XR content


