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Abstract
Layered video coding compresses video segments into layers
(additional code bits). Decoding with each additional layer
improves video quality incrementally. This approach has po-
tential for very fine-grained rate adaptation. However, layered
coding has not seen much success in practice because of its
cross-layer compression overheads and decoding latencies.
We take a fresh new approach to layered video coding by ex-
ploiting recent advances in video coding using deep learning
techniques. We develop Swift, an adaptive video streaming
system that includes i) a layered encoder that learns to encode
a video frame into layered codes by purely encoding residu-
als from previous layers without introducing any cross-layer
compression overheads, ii) a decoder that can fuse together a
subset of these codes (based on availability) and decode them
all in one go, and, iii) an adaptive bit rate (ABR) protocol
that synergistically adapts video quality based on available
network and client-side compute capacity. Swift can be in-
tegrated easily in the current streaming ecosystem without
any change to network protocols and applications by simply
replacing the current codecs with the proposed layered neural
video codec when appropriate GPU or similar accelerator
functionality is available on the client side. Extensive evalu-
ations reveal Swift’s multi-dimensional benefits over prior
video streaming systems.

1 Introduction

Internet video delivery often encounters highly variable
and unpredictable network conditions. Despite various ad-
vances made, delivering the highest possible video qual-
ity continues to be a challenging problem due to this un-
certainty. The problem is more acute in wireless networks
as the channel conditions and mobility adds to the uncer-
tainty [39, 46]. Interestingly, the next generation wireless net-
works may even make the problem more challenging (e.g.,
60GHz/mmWave [10, 11, 38]).

To counter the challenges posed by such varying network
capacity, current video delivery solutions predominantly prac-
tice adaptive streaming (e.g., DASH [50]), where a source
video is split into segments that are encoded at the server into
multiple bitrates providing different video qualities, and a
client runs an adaptive bitrate (ABR) algorithm to dynami-
cally select the highest quality that fits within the estimated
network capacity for the next segment to be downloaded.
Need for layered coding. Most of the current commercial
ABR algorithms adopt a monolithic encoding practice (e.g.,
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Figure 1: Layered vs. Regular coding methods. In Regular
coding the video segments are coded independently at dif-
ferent qualities. In Layered coding a given quality can be
reconstructed by combining codes for multiple layers thus
facilitating incremental upgrades or downgrades.

H.265 [53]), where the same video segment is encoded ‘in-
dependently’ for each quality level. The decision on fetching
a segment at a certain quality is considered final once the
ABR algorithm makes a determination based on estimating
the network capacity. However, these estimations are far from
accurate, resulting in either underutilizing or overshooting the
network capacity. For example, the ABR algorithm may fetch
at a low quality by underestimating the network capacity, or
it may fetch at a high quality causing video stalls by overesti-
mating. Consequently, even the optimal ABR algorithms fail
to provide a good quality of experience (QoE), as such rigid
methods that do not fit the need of the streaming conditions.

An alternate technique, called layered coding, has been
long studied [12, 14, 36, 47, 67] that can avoid the above
streaming issues. The key idea here is that, instead of in-
dependently encoding the segment in different qualities, the
segment is now encoded into layers; the base layer provides
a certain video quality, and additional layers improve the
video quality when applied over the base layer. See Figure 1.
This means that, if the network throughput improves, one can
fetch additional layers to improve video quality at a much
lower cost compared to a regular codec.1 We use the term
regular coding to indicate the current practice of indepen-
dent encoding in multiple qualities (current standards such as
H.265/HEVC [53]).
Challenges with layered coding. Layered coding, however,
faces two nontrivial challenges: compression overhead, and
coding latency. The compression overhead mainly comes
from not having the inter-layer frame prediction to avoid re-
construction drift in quality [29,42,61,67]. On the other hand,
the decoding latency is a function of the number of layers as

1We use terms coding or codec for encoding and decoding together.
Also we use the terms encoding/compression, decoding/decompression inter-
changeably.



each layer needs to be decoded separately. Notwithstanding
these issues, some studies have indeed applied layered coding
in streaming and have shown slightly better QoE compared
to the regular coding methods, benefiting from its ability to
do dynamic quality upgrades [31]. However, they do not ad-
dress either the overhead or the latency issues directly. Indus-
try streaming solutions continue to adopt the regular codecs,
shipping these codecs in hardware to avoid computational
challenges, making it harder to adopt new innovations.
Neural video codecs. A learning approach to video coding
has shown tremendous improvement in compression effi-
ciency in just a few years [43,60,65]. Figure 2 shows bits-per-
pixel vs PSNR plots2 for several generations of codecs of two
types – neural codecs that use deep learning and traditional
algorithmic codecs that use the popular H.26x standards. It
took algorithmic codecs 18 years to make the same progress
that neural codecs achieved in the last 4 years! One reason
for this rapid development is that neural codecs can run in
software that can be integrated as part of the application, sup-
port agile codec development and provide royalty-free codecs.
Further, they run on data parallel platforms such as GPUs that
are increasingly available and powerful.

There are several insights in using neural codecs for video
coding – 1) unlike the traditional layered coding methods
where it is nontrivial to handcraft each layer3 to have unique
information, a neural network’s loss function can be optimized
to encode a video frame into unique layered codes by purely
encoding residuals from previous layers without introducing
a reconstruction drift; 2) a neural network can be trained to
accept a subset of the layered codes and decode all of them in
a single-shot, which again was traditionally difficult to do with
a handcrafted algorithm due to nonlinear relationships among
the codes. Additionally, 3) neural codecs enable software-
driven coding. We note here that GPUs or similar accelerators
for neural network computation are critical for success with
neural codecs. Fortunately, they are increasingly common in
modern devices.
Swift. Based on the above insights, we present Swift, a novel
video streaming system using layered coding built on the
principles of neural video codecs [32, 60, 65].4 We show that
learning can address the challenges of layered coding men-
tioned earlier – there is no additional compression overhead
with further layering and the decoding latency is independent
of the number of layers. Swift consists of three design com-
ponents: i) server-side encoder plus decoder, ii) client-side
decoder, and iii) ABR protocol adapted to layered coding and
varying compute capacity (in addition to varying network
capacity).

2Bits-per-pixel captures compression efficiency and PSNR (peak signal-
to-noise ratio) captures image quality. Both metrics together capture codec
performance.

3Throughout the paper, the term ‘layer’ refers to compressed code layers,
not neural network layers.

4The source code of Swift is available at the following site:
https://github.com/VideoForage/swift.
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Figure 2: Evolution of neural and algorithmic video codecs
showing compression efficiency plots across generations.

We evaluate Swift with diverse video content and FCC-
released real-world network traces [8]. We compare Swift
with state-the-art streaming algorithms that combine either
regular coding [35,51,52] or layered coding [31] with state-of-
the-art ABR algorithms. In terms of QoE, Swift outperforms
the next-best streaming alternative by 45%. It does so using
16% less bandwidth and has a lower reaction time to changing
network conditions. In terms of the neural codec, Swift’s
layered coding outperforms the state-of-the-art layered codec
(SHVC [12]) by 58% in terms of compression ratio, and by
×4 (for six layers) in terms of decoding latency. In summary,
our contributions are the following:

• We show how deep learning-based coding can make layered
coding both practical and high-performing, while address-
ing existing challenges that stymied the interest in layered
coding.

• We design and build Swift to demonstrate a practical lay-
ered coding based video streaming system. Swift is an
embodiment of deep learning-based encoding and decoding
methods along with a purpose-built ABR protocol.

• We comprehensively evaluate and showcase the multi-
dimensional benefits of Swift in terms of QoE, bandwidth
usage, reaction times and compression efficiency.

2 Motivation

2.1 Limitations of Today’s Video Streaming
Due to Regular Coding

Today’s video providers predominantly use source rate adap-
tation (e.g., MPEG-DASH [50]) where video segments are
encoded at different qualities on the server and an adaptive
bitrate (ABR) algorithm chooses the best quality segment to
be downloaded based on the network capacity.

The streaming solutions that are widely deployed, use reg-
ular, standards-driven, algorithmic coding methods such as
H.265/HEVC [53] or VP9 [4] for encoding video segments.
These coding methods do not allow segments to be upgraded
or downgraded based on network conditions.

Figure 3 illustrates this problem using an example experi-
ment (more details about methodology are described in §6.1).
The figure shows the quality of segments that are fetched
by different state-of-the-art ABR algorithms that use regular
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(b) BOLA-FS does allow video quality to be upgraded by re-
downloading a higher quality segment. However, the previously
downloaded segment is wasted.

Figure 3: Limitations of today’s ABR algorithms because
of regular coding: either slower reaction to network condi-
tions or bandwidth wastage to achieve faster reaction time to
highest quality. The reaction latency includes time to notice
throughput increase as well as playing the buffered segments,
and hence segment duration (5 sec here) plays a role. Penseive
aggressively controls video quality fluctuations to compen-
sate for incorrect bandwidth prediction, and hence the sudden
jump in quality compared to BOLA.

coding. During the experiment, the throughput improves dras-
tically at the 100 second mark. Two state-of-the-art streaming
algorithms, Pensieve [35] and BOLA [52], cannot upgrade
the quality of a segment once the segment has been down-
loaded. This causes a slow reaction to adjust to the improved
throughput. In Figure 3(b) however, BOLA-FS [51], a ver-
sion of BOLA, does allow the higher quality segment to be
re-downloaded when the network conditions improve. How-
ever, the previously downloaded lower quality segment is
discarded, resulting in wasted bandwidth.

2.2 Layered Coding

A more suitable coding method to address the above issues is
layered coding, where a video segment is encoded into a base
layer (providing the lowest playback quality level) and multi-
ple enhancement layers as shown in Figure 1. Clearly, layered
coding gives much finer control on rate adaptation compared
to regular coding. For example, multiple enhancement layers
for the same segment can be fetched incrementally as the esti-
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Figure 4: Compression efficiency of traditional layered coding.
We use H.265 [53] and its layered extension SHVC [12] to
encode the videos (described in §6.1). The single layer bitrate
curve is same for both, and the additional layers are for SHVC.
As shown, SHVC requires 2.5× more bits for 4 layers of
SHVC compared to a single layer for the same quality.

mate of the network capacity improves closer to the playback
time, which is not possible in case of regular coding.

2.3 Challenges of Adopting Traditional
Layered Coding in Video Streaming

Layered coding has typically been developed and imple-
mented as an extension to a regular coding technique. Pub-
lished standards demonstrate this dependency: SHVC [12]
has been developed as an extension of H.265 [53], similarly,
older SVC [47] as an extension for H.264 [57]. Developing
layered coding as an extension on top of a regular coding
introduces multiple challenges in real-life deployments:

1) Cross-layer compression overhead: The key to large com-
pression benefits in current generation video coding standards
(e.g., ≈ 2000× compression ratio for H.265 [53]) is inter-
frame prediction – the consecutive frames are similar and so
it is efficient to simply encode the difference between consec-
utive frames. However, using the inter-layer frame prediction
across enhancement layers of the current frame with respect
to the previous frame makes video quality drift during de-
coding [29, 42, 61, 67]. To minimize or avoid the drift, most
of the layered coding methods do not use inter-frame pre-
diction across layers and thus lose out on its compression
benefits [11, 17, 31]. In effect, to achieve the same quality,
layered coding (e.g., SHVC) requires significantly more bits
compared to its regular counterpart (e.g., H.265). In our study,
we find that a 4-layer SHVC coding method needs 2.5× bits
per pixel compared to its regular coding counterpart, H.265
(see Figure 4).

2) High encoding and decoding latency: The computational
complexity of these algorithmic codecs mainly comes from
the motion estimation process during inter-frame predic-
tion [53, 57]. During the motion estimation, it is useful - for
each pixel - to encode its motion vector, i.e., where its relative
location was in the previous frame. The motion vectors are
computed for each frame by dividing the frame into thou-
sands of blocks of pixels and searching a similar block in the
previous frames. In general, the codecs use a set of previous



frames to search blocks in each frame making it computation-
ally expensive. The process becomes even more complex in
case of layered coding because each layer has to be decoded
one after the other because of the dependency of a layer on the
previous one (to exploit the content redundancy) [11, 27, 30].
This serial process of layered coding makes the latency to
be a function of number of layers, and therefore the latency
increases progressively as we increase the number of layers.
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Figure 5: Latency challenges
of traditional layered coding.
The decoder is run on a high-
end Desktop (as described in
§5) using a single-threaded im-
plementation of SHVC [3].

Figure 5 shows per-frame
decoding latency of the
state-of-the-art layered cod-
ing (i.e., SHVC) of a 1-min
video on a desktop with con-
figuration described in §6.1.
As shown, it takes more than
100ms to decode each frame
for 5 layers, an order of mag-
nitude increase in coding la-
tency compared to its reg-
ular counterpart H.265 (an
x265 [7] implementation).
Despite several optimizations in the past, such range of la-
tencies makes it infeasible to realize real-time decoding on
heterogeneous platforms. Recent studies (e.g., Jigsaw [11])
tackle this challenge by proposing a lightweight layered cod-
ing method (using GPU implementation), but the latency is
still a function of number of layers.

Because of these challenges, traditional layered coding
is not used in practice today. In this work, rather than ap-
proaching this problem with yet another extension, we seek
to explore layered coding via a clean-slate, learning-based
approach with a goal towards efficient layered compression
by embracing the opportunities of new hardware capabilities
(e.g., GPUs and other data parallel accelerators).

2.4 Layered Coding using Neural Codecs

Video compression has recently experienced a paradigm
shift in the computer vision community due to new ad-
vances in deep learning [32, 43, 60, 65]. The compres-
sion/decompression here is achieved using neural networks
that we refer to as neural video codecs.

The basic idea is the use of an AutoEncoder (AE), a neural
network architecture used to learn efficient encodings that has
long been used for dimentionality reduction purposes [20].
The AE consists of an encoder and a decoder. The encoder
converts an input video to a code vector that has a lower
dimension than the input size, and the decoder reconstructs
(perhaps with a small error) the original input video from
the low-dimension code vector. The neural network weight
parameters (Wi for encoder and W ′

i for decoder) are trained
by minimizing the reconstruction error, that is, minimizing
the difference between the input and the output of the decoder.
The smaller the code, the larger the compression factor but
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Figure 6: Illustrating the residuals (r0, . . . ,r3) from an orig-
inal frame to a series of compressed-then-decoded frames.
MS-SSIM [56] is a perceptual measure of image quality. A
highly compressed frame (lowest MS-SSIM) has more resid-
ual information (r0).

higher the reconstruction error.
Our insight in using Autonencoders is that a their loss func-

tion can be optimized to encode a video frame into unique
layered codes by purely encoding residuals from previous lay-
ers, unlike the traditional layered coding where it is nontrivial
to handcraft each layer to have unique information.

3 Swift

3.1 Overview
Autoencoders are already shown to provide similar or better
performance relative to traditional codecs [32, 43, 60]. Recent
work such as Elf-vc [43] is also able to use Autoencoders
to provide flexible-rate video coding to fit a target network
capacity or achieve a target compression quality. However,
current work does not provide a way to encode in the video
in incrementally decodable layers. To do this, we make use of
residuals to form layered codes. A residual is the difference
between the input to an encoder and output of the correspond-
ing decoder. Residuals has been used in the past for tasks
such as recognition and compression to improve the applica-
tion’s efficiency (e.g., classification accuracy or compression
efficiency) [19, 55, 60].
Swift uses residuals for designing layered codecs for video

streaming. The idea is to employ a chain of Autoencoders of
identical structure. Each Autoencoder in the chain encodes the
residual from the previous layer, with the very first Autoen-
coder in the chain (implementing the base layer) encoding
the input video frames. Figure 6 shows an example, where
the residuals are shown from an original frame to a series
of progressively compressed-then-decoded frames. The first
decoded frame (marked with MS_SSIM = 0.9) has a relatively
high loss from the original frame. As a result, the residual
r0 has more information. When this residual information is
used for the next layer’s compression, the resulting decoded
frame is closer to the original, and in-turn the residual has
less information, and so on.

The above ‘iterative’ chaining implicitly represents a lay-
ered encoding mechanism. Each iteration (i.e., layer) pro-



duces a compressed version of the original video that we call
‘code.’ These codes encode incremental information such that
with more such codes decoded, the reconstruction becomes
progressively closer to the original. Swift essentially uses
this mechanism of residuals to create the layered codes. Such
iterative minimization of residual also acts as an implicit reg-
ularization to guide the reconstruction (at a given bandwidth),
instead of closely-following classical compression methods
as in Elf-vc [43].

Figure 7 shows the Autoencoder architecture (more details
in §3.2) on the server side. The architecture jointly learns
both the encoder and decoder in each layer. As before, the
Autoencoder’s weight parameters are trained to minimize
the reconstruction error between the input and output of the
decoder. In this process, the encoder generates a compact
code in each layer which is a compressed version of the input
video frames. These codes are transmitted to the client, where
they can be decoded for progressively better reconstructions.

The decoder learnt at the server is then optimized further
(§3.3) to be used at the client side. The client decoder initially
reconstructs the base layer from the first code. Then, if more
layers/codes are downloaded from the server, the decoder
reconstructs the residuals from the second layer onward, and
combines with the previous reconstruction(s) to generate the
output video frame.

Overall, Swift has three main components:
1. A learning-based layered encoder-decoder pair in a single

neural network to create residual-based layered codes on
the server-side (§3.2).

2. A separate learning-based decoder on the client side. This
decoder can decode any combination of layered codes in
a single-shot for real-time decoding (§3.3).

3. Extension of an ABR algorithm that can integrate the
codec into a complete end-to-end system (§4).

3.2 Layered Neural Encoder

We first describe how the encoder and the decoder are trained
at the server side. Assume, It is the image or video frame
at time t, for t ∈ {0,1, ...}. The encoder (E) takes each of
these frames as input and generates a compact code vector
(c) for each frame, i.e., ct = E(It). This code for each frame
is constructed by exploiting the redundancy across multiple
previous frames in the video. Therefore, the encoder takes a
set of previous frames as reference in order to encode each
frame. The decoder (D) reconstructs the frame Ît given ct ,
i.e., Ît = D(ct). The optimization problem here is to train E
and D pairs so as to minimize the difference between Ît and
It . Since we add our layered coding as a generic extension to
any neural codec without changing its internal logic, E and
D can be assumed as blackboxes. An example of a neural
codec is presented in Appendix A.

Figure 7 shows the design of our layered encoder-decoder
network on the server-side. Here, each iteration (or layer)
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Figure 7: Deep learning based layered coding: a) iterative
encoding (E ) and decoding (D): in each iteration, E encodes
a residual into a code (ci) and the decoded output (from D) is
used to generate the residual for the next iteration.

encodes a residual ri into a code ci, where residual ri is the
difference between the encoder input and decoder output in
the previous layers. For the very first iteration, the encoder
directly encodes the the original video frame. Representing
this mathematically: ci = E(ri) and ri = ri−1 − r̂i−1 with r̂i =
D(ci), for i = 0, . . . ,L, with the exception that for i = 0 (base
layer), r0 = I.

At each iteration, the decoder can enhance the quality of
the video frame with a plain arithmetic sum of the outputs of
all previous iterations along with the base layer output. The
key here is that both E & D have separate hidden states (hE∗
and hD∗) that get updated iteratively, sharing information be-
tween iterations. In fact, this subset of weights shared across
iterations, allows better reconstruction of residuals. The en-
tropy (i.e., the information) is very high in the initial layers,
but progressively decreases due to the presence of the hidden
connections and thus the code size becomes progressively
smaller. The training objective for these iterative encoder-
decoder pairs is to minimize the L1 reconstruction loss for the
residuals:

Lrec =
1
L

L−1

∑
i=0

∥D(ci)− ri∥1

All Autoencoders E & D in the chain share the same net-
work and thus have identical input and output sizes. They
produce the same code sizes for all iterations. Swift relies
on a separate entropy encoding stage (Figure 7) to create the
residual codes that allocate proportional number of bits to
match the entropy in each iteration. The fixed length code vec-
tor from the output of the encoder E is binarized and passed
through a traditional entropy encoder similar to CABAC [54].

Note that the learned codec can work with a variety of
input video resolutions, and hence we do not need to train
a separate model for each video resolution. This is mainly
because the Autoencoder here takes one or more video frames
as input and extracts the features through convolutions (e.g.,
Conv2D [41]). Each convolutional kernel (with a fixed size
of k× k pixels that is much smaller than the input resolution)
is applied in a sliding window fashion on k × k blocks of
pixels to reduce the dimensions and form the Autoencoder’s



compact code vector. In our codec we use 4 downsampling
convolution blocks to reduce the dimensions. This makes
any input resolution (w×h) to be downsampled to (w/16)×
(h/16) resolution times the Autoencoder’s bottleneck bits (b)
after the encoding stage (see Appendix A). Therefore during
the testing, the encoder’s output for a 352×288 resolution
would be 22×18×b, while it is 80×45×b for 1280×720
resolution. Similarly the codec scales with other resolutions
during testing.

3.3 Layered Neural Decoder

The above iterative coding design already includes the de-
coder (Figure 7) that can reconstruct the video from the lay-
ered codes. In principle, the client can use the same decoder
already designed and learned on the server-side. However, the
iterative method incurs decoding latency proportional to the
number of iterations. This is because the residual codes are
created separately in each iteration and the decoder cannot
decode a code (ci) unless the previous iteration of encoder
encodes ci−1 and the corresponding decoder decodes it to
form the residual ri.

This latency is acceptable for video servers/CDNs that en-
code the videos offline and store them ready for on-demand
streaming, but clients need to decode the video in real-time
(≈30 fps). To address this, we develop a separate design of
single-shot decoder to be used at the clients, that can take any
combination of the codes as input and decode the correspond-
ing frames in one shot. See Figure 8.
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Figure 8: Single-shot decoder
(Dss): a variable sized decoder
that takes a subset of the codes to
reconstruct a video frame in one
go.

The codes available
at the client are fused
and padded with zeros up
to a predetermined code
length (corresponding to
L levels) to account for
unavailable codes. They
are then fed into a ‘multi-
headed’ decoder (H) as
shown in the Figure 8.
In each head, the padded
version of each code ci
is separately processed
through individual neural
networks prior to combin-
ing them into a common network. When higher layers are
unavailable, the corresponding heads will have no effect on
reconstruction, and when available, generate a desired resid-
ual mapping. Essentially, these multiple heads are lightweight
and the common network (after combining the residual codes
after multiple-heads) follows the same decoder architecture
D from §3.2, but within one model. The heads or the com-
mon decoder do not share any parameters, in contrast to the
iterative decoder which shares hidden states across iterations.
Note that for preparing residual codes on the server-side, we

still need the iterative E-D architecture as described in §3.2.
To distinguish from the server-side decoder (D), we denote
this client-side single-shot decoder as Dss.

We train Dss by extending the objective function used at
the server-side. Specifically, in addition to the loss function
at the server-side decoder (D) which reconstructs a residual,
we add a loss function that corresponds to the actual image
reconstruction at client-side decoder (Dss) using the available
code layers. Using L1 loss function, both the objectives are
as shown below.

Lrec =
1
L

L−1

∑
i=0

[
∥D(ci)− ri∥1︸ ︷︷ ︸

residual quality loss

+
∥∥Dss(⊕i

k=0ck)− I
∥∥

1︸ ︷︷ ︸
image quality loss

]
Here, the server-side decoder (D) reconstructs the residual
image ri at each iteration based on the code ci, while the
client-side Dss reconstructs the original image I based on the
subset of the codes available at the corresponding iteration,
i.e., c0 . . .ci. This function allows us to train the encoder, and
both the decoders (server and clients-side) in a single training
loop. During the training, all three models E , D , and Dss are
jointly optimized by summing up the loss computed for E
and D in §3.2 and the direct loss computed for Dss that cor-
responds to original image reconstruction. This joint training
with a more complex objective (i.e., multiple loss functions)
does affect the performance of server-side decoder. The iter-
ative decoder from §3.2 has simpler objective than Dss, and
hence its performance is better when trained independently
(in which case only the second term in the loss function is
sufficient for Dss) compared to trained jointly. In our experi-
ments we observe very little drop in quality on average with
the joint training – that would be almost imperceptible to
users. Moreover, training each of these models can also incur
additional computation costs on servers.

4 Streaming with Layered Neural Codecs

Swift’s layered neural codes introduces two challenges to
end-to-end streaming. The first challenge arises because
Swift’s decoder at the client is expected to be run on the
GPU or other similar data-parallel accelerators and run in
software, instead of dedicated fixed hardware decoders as is
the norm for regular codecs. Even though the software codecs
have advantages in terms of on-demand codec upgrades and
agile development, it raises the possibility of resource con-
tention with other applications. Since GPU resource availabil-
ity can vary [33, 45], the client needs to be able to adapt to
the available resources.

The second challenge is in bitrate selection. Video stream-
ing protocols encode each video segment into different quali-
ties and uses ABR to select the next best quality video seg-
ment to stream. However, the ABR algorithm in Swift has a
more complex choice—should one fetch the next segment at
the highest possible quality or upgrade the current segment by
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Figure 9: Scalable decoding using multiple exit heads to adapt
to dynamic compute capacity. Each exit provides a different
trade-off between compute capacity (and in-turn time required
to decode) and quality of the video segment.

fetching additional layers? This question is made even more
complex because the end-to-end streaming performance is af-
fected both by the network and the compute variability at the
client (see above). Traditional bitrate adaptation techniques
are designed to only adapt to network variability.

In this section, we describe the design of a scalable decoder
and neural-adapted ABR algorithm to tackle the challenges.

4.1 Scaling the Decoder based on Compute Ca-
pacity

The decoder architecture (shown in Figure 8) uses network
with a certain depth. 5 As is common in Autoencoders, the
more the depth, the better is the decoding accuracy, but lower
the depth, lower is the compute requirement.
Swift exploits this trade-off by designing multiple,

lightweight, output heads at different depths of the network.
The decoder then operates at different design points in the
accuracy vs compute requirement trade-off by exiting at dif-
ferent depths depending on the GPU capacity. We define GPU
capacity as the percentage of time over the past sample pe-
riod (1 sec in our case) during which one or more cores was
executing on the GPU. For example, a 100% GPU utilization
means all of the GPU cores are busy with other applications
in the last sample period. To this end, we introduce a number
of early-exit heads (hd j, where j = 1..S) in the Dss decoder
that are corresponding to different output video qualities. See
Figure 9. For example, if there are 5 exits in the network,
then each exit depth outputs ×16, ×8, ×4 and ×2 smaller in
resolution than the original image, with the final exit as the
original reconstruction. Here, the very first early exit outputs
a low quality while the final exit outputs higher quality. There
has been similar early exit networks used in the literature for
various tasks [28, 37].

In Swift, we define a loss function at each exit and opti-
mize the training objective of the decoder at all exits. The
decoder is trained by introducing additional L1 reconstruction

5here the depth refers to the number of layers in the neural network.

losses, so that the outputs of each of the early-exit heads mini-
mizes the difference with the original input (I). The objective
function is as shown below:
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Figure 10: Quality matrix as a
function of exit depth and the
number of layered codes.

Here, S is the number
of exits. Given a com-
bination of these multi-
ple exits and downloaded
codes, the decoder outputs
the quality corresponding
to both dimensions. Fig-
ure 10 shows the heatmap
of average video quality
when the client decodes
different number layered codes while exiting at different
depths, for UVG videos described in §6.1. For example, if the
client only fetches the base layer (shown as 1 in the figure)
and exits at depth 1, the quality of the decoded segment is
28dB. However, if the client decodes 4 layers and decodes to
completion (exit at depth 4), the quality of the decoded seg-
ment increases to 32 dB. Note here that the number of layered
codes that can be fetched depends on the network capacity
while the exit depth depends on the compute capacity.

At runtime, Swift decoder decides on when to exit depend-
ing on the GPU capacity. The GPU capacity determines the
latency in decoding a segment by computing until different
depths. Given a GPU capacity, Swift chooses the maximum
depth such that the segment will be decoded without incurring
any stalls because the buffer is empty. In §5 we discuss how
the client chooses the decoder and obtains the relationship
between decode latency and exit depth.

4.2 Adapting ABR for Layered Neural Codecs
A traditional ABR algorithm [31,35,52] using regular codecs
takes as input the available throughput, buffer levels, and
details about the future video segments. The algorithm outputs
the quality of the video segment to download next. Swift
needs to adapt existing ABR algorithms to work with layered
neural codecs. We describe this adaptation in terms of changes
to ABR’s output, input, and the objective function. We then
discuss how we instantiate the ABR algorithm with these
changes. See Figure 11 for an overview. In the discussion
below, we assume that the ABR algorithm is run at the server;
but it can be adapted to run at the client.
Output: The crucial change to Swift’s ABR is that unlike
traditional ABR, our algorithm can make one of two choices:
download the base layer (i.e., the code with lowest quality)
of a future segment or, download an enhancement layer of
one of the buffered video segments (that is not played yet) to
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enhance quality. It makes this determination based on a (new)
set of inputs and the objective function. This change to the
output is needed for streaming algorithms that use layered
code, including Grad [31], the state-of-the-art streaming that
uses layered coding. We compare the performance of Swift
to Grad in §6.

Input: Swift introduces two additional inputs to the ABR
to take into account the compute variability while decoding.
ABR takes as input a matrix that maps the quality of the
decoded segment against compute capacity needed for this
decoding (similar to Figure 10). This quality matrix is gener-
ated offline at the server for each video segment for different
compute capacities i.e., for all combinations of layers and
exit depths. The next input is the current GPU capacity at
the client. Since we run the ABR algorithm at the server, this
information is sent by the client in the segment request packet.
If the ABR algorithm is run on the client, the GPU capacity
is readily available there. In this case the quality matrix at the
server can be sent as a part of the manifest file.

The second change is with respect to segments down-
loaded/buffered at the client but not yet played. Swift’s ABR
needs information about these segments to makes it choice.
Specifically, this includes i) the size of the remaining layers
for current/buffered segments, ii) the playback time of all
segments in the buffer, to determine if the segment can be
enhanced before playback. In addition to that, we input the
history of the decoded quality of the last k displayed segments
to reduce variation in quality (this is often called smoothness
and is an important metric for improving QoE).

Objective function: The video Quality of Experience (QoE)
is typically captured using three metrics: i) playback quality
(Q), i.e., the quality of the downloaded segments and ii) re-
buffering ratio (R) that measures how often the video stalls
because the buffer is empty, iii) smoothness (S) that mea-
sures fluctuation in quality. Formally, QoE = Q−αR−βS,
where α and β are the coefficients to control the penalties of
rebuffering and smoothness [31, 35, 52]. Since Swift’s de-
coding performance is variable, it may not always provide the
best quality that is possible from the downloaded segments.
So instead, the objective function in Swift takes into account
the quality of the decoded segment (Qd) instead of the down-
loaded segment. Similarly, we compute the smoothness from
the quality of decoded segments (Sd) instead of downloaded
qualities.

5 Implementation and System Setup

Swift’s end-to-end implementation includes its layered neu-
ral codecs and the ABR protocol presented in §3.1 and §4.

5.1 Layered Codec Implementation

We implement our layered coding on top of VCII [60]. VCII
is a state-of-the-art neural codec that is learnt over an Autoen-
coder network. VCII achieves compression efficiency close to
state-of-the-art regular (non-neural) video codecs. Similar to
regular codecs, VCII does not produce layered codes. Instead,
we implement the layered encoder over VCII as described
in §3.2. For the decoder at the client, similarly, we modify
the loss function to incorporate the single-shot decoding and
multi-exit decoder capability. Since our layered technique can
be applied as a general extension to any codec, we do not
need to change the internal codec logic.

After designing the new encoder/decoder over VCII, the
encoder and decoder is retrained for 100K iterations on an
Nvidia RTX 2070 GPU. We use ADAM optimizer with a
batch size of 16. During the training, we use multiple ran-
domly cropped 64×64 image patches from the original im-
ages for generalization purposes. The model is trained to
produce up to 10 layered codes.

For training, we use the Kinetics dataset [13]. It has 37K
videos. We train on 27K, test on 10K videos. For more rig-
orous testing, we also test on completely different datasets
(more details about testing in §6). The training takes around
6 hours. Since the training will be done offline and only once,
the training time is reasonable.

5.2 Streaming Implementation

We implement our adapted ABR by modifying Pensieve [35].
For training the ABR model, we use k = 10 throughput and
compute capacity measurements passing through a 1D-CNN
with 128 filters, the quality matrix passed through a 2D-CNN,
and aggregated with other inputs described in §4.2. The learn-
ing rate and discount factor for the network are 0.001 and
0.99 respectively. We run the ABR algorithm every time a
segment or its layer (s) is downloaded. We train the model
using simulated network and compute traces, similar to that
used in Pensieve [35].

We run the ABR algorithm at the server. Similar to other
video streaming servers, the Swift server processes the video
segments and encodes them. The server also performs fine-
grained profiling of the decoder for two bits of information.
First, it creates a matrix of quality levels for different depths.
Second, it creates a mapping between GPU capacities and
time taken to finish decoding until different depths. Both of
this are used as input to the adapted ABR algorithm.



6 Swift Evaluation

We evaluate Swift both in terms of end-to-end streaming
and coding performance. We compare Swift with a suite
of streaming algorithms and its layered coding with com-
monly used regular codec (HEVC) [68] and layered codec
(SHVC) [3]. Our evaluation shows that:
• Overall QoE with Swift improves by 45% at the median

compared to the second best streaming performance.
• Swift uses 16% and 22% less bandwidth compared to

next best streaming algorithms that use regular and layered
codecs, respectively.

• Swift’s neural layered codec improves compression effi-
ciency by 58% over state-of-the-art layered codec SHVC.

6.1 Evaluation Methodology

In this section, we describe the methodology to evaluate
Swift’s end-to-end streaming performance.
Experimental set up. We conduct all experiments on a desk-
top with Nvidia 2070 RTX GPU as the client. Our evaluation
uses FullHD videos from UVG [5] dataset consisting of 7
videos for streaming.6 Each video is of 5 mins and is di-
vided into 5 second segments. Each experiment runs for all
segments in the video emulated over network capacity and
compute capacity traces (described below). The performance
is reported as an average across all the segments in the video.
Network and compute conditions. Most of our evaluation
is over real traces collected by FCC [8], similar to recent
video streaming works [35, 69]. We use 500 traces and filter
the traces to have a minimum bandwidth of 1 Mbps. After
filtering, FCC dataset has an average bandwidth of 8.2 Mbps
with a standard deviation of 3.6 Mbps. These traces capture
real world network throughput variations.

Unlike other video streaming approaches, Swift is affected
by compute capacity. To stress test our system, we evaluate
Swift by synthetically varying the client’s GPU capacity. We
modify the GPU capacity by choosing a random number of
the processes to be active in each time slot; the number of
processes active is modeled as a Poisson distribution with
λ = 5. Each process shares the GPU equally and we constrain
the maximum number of processes to 5.

An ideal scenario for Swift is when the GPU capacity
is fixed and 100% of the GPU is available. For complete-
ness, we run experiments under this condition. We refer to
this as Swift-C in the graphs. For a fair comparison, we
compare Swift with existing methods assuming they have
hardware accelerated decoding, while varying GPU resources
for Swift.
Metrics. We measure streaming performance using the fol-
lowing metrics: 1) video QoE (as defined in §4.2) normalized

6Note that the compression performance is evaluated using a more diverse
and standard set of video sequences (see §6.3.1).

against maximum QoE possible and averaged across all seg-
ments for all traces, 2) bandwidth usage, 3) reaction time (as
defined in §6.2.3).
Baselines. We compare the performance of Swift with mul-
tiple state-of-the-art streaming algorithms that use different
combinations of video coding and ABR algorithms:
• Grad [31]: Grad is the state-of-the-art algorithm using

layered coding technique (SHVC [12]) combined with
ABR. This is the closest system to Swift. Grad employs
a hybrid coding mechanism with SHVC to minimize the
cross layer compression overhead and uses a reinforcement
learning-based ABR adapted from Penseive [35].

• BOLA [52]: BOLA and the two alternatives below use
regular (not layered) codec H.265. BOLA uses an ABR
algorithm that maximizes the quality of the video segment
based on the buffer levels at the client. BOLA is commonly
used in the industry [2].

• Pensieve [35]: Pensieve is also built over H.265 [53] but
uses a reinforcement learning-based ABR algorithm.

• BOLA-FS [51]: BOLA-FS builds over H.265 [53] and
uses buffer levels at the client to choose the next video seg-
ment, similar to BOLA. However, different from BOLA,
BOLA-FS allows video quality upgrades, where low qual-
ity segments in the buffer are replaced with higher quality
by re-downloading them, when network conditions im-
prove. The problem is that the previously downloaded
segments are not used, resulting in wasted bandwidth.

In all of these cases, when using H.265 [53], we encode each
segment into six bitrates:{1Mbps, 5Mbps, 8Mbps, 12Mbps,
16Mbps}. For Grad, which uses scalable coding, we encode
the video in six layers to achieve similar quality levels. We
note that in both cases, encoding the videos into 6 quality
levels provided the best results. In case of H.265, it does not
support fine-grained adaptation to work well with more qual-
ity levels. In case of Grad/SHVC, the compression overhead
is too high when using more quality levels. For Swift, we
encode up to 10 layers for more flexible adaptation as there is
no compression overhead.

6.2 End-to-end Streaming Results

6.2.1 End-to-end QoE Results

Figure 12 shows the overall QoE of Swift compared with the
four alternatives, along with Swift-C. Swift-C represents the
best possible performance of Swift, when compute capacity
does not vary and GPU availability is 100%.

We first compare Swift with Grad and BOLA-FS which
can both upgrade quality of the buffered video segments when
network conditions improve. Swift improves QoE by 43%
and 48% compared to Grad and BOLA-FS respectively. In the
case of Grad, the problem is the high compression overhead
incurred in implementing layered coding (§2.3). In case of
BOLA-FS, there is a significant bandwidth wastage. When
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Figure 12: End-to-end QoE. Swift im-
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Figure 15: Bandwidth usage of Swift compared to state-of-
the-art streaming systems. Swift improves bandwidth usage
especially with respect to systems that upgrade quality when
the network conditions improve, namely, BOLA-FS and Grad.

compared to Pensieve and BOLA, Swift outperforms by 67%
and 74% respectively. Both Pensieve and BOLA do not up-
grade video segment quality when the network improves,
resulting in poorer quality.

Swift-C (Figure 12) shows the QoE achieved when GPU
is not fluctuating and 100% of the GPU is used. As ex-
pected, Swift-C outperforms Swift under varying GPU.
We also evaluated Swift under WiFi (802.11ac) network
(client-server RTT: 20ms) without throttling the bandwidth
and Nvidia 2070 GPU at 100%. We find that, Swift still
outperforms the next-best-performing algorithm by 28%.

QoE breakdown Figure 13 shows the performance of the five
streaming algorithms in terms of each QoE component: aver-
age quality of the video segments, rebuffering, and smooth-
ness penalty. Swift improves average quality by 19% com-
pared to the next-best streaming alternative. Swift also de-
creases rebuffering and smoothness penalty by 8% and 11%,
respectively, compared to the next best streaming alternative.

Ablation study Figure 14 shows the impact of Swift’s
components: 1) Swift without multi-exit, 2) Swift without
adapted ABR. The figure shows that both components are
critical to the performance of Swift. Swift without multi-
exit performs poorly compared to the full Swift because the
decoder runs through the entire network even when GPU
capacity is low rather than exit early. This results in high de-
coding latency and in-turn high video stalls. In case of Swift
without adapting ABR, the system performs poorly because it
only adapts to network variations and not compute variations.

6.2.2 Bandwidth Benefits

Figure 15 shows the bandwidth benefits of Swift over ex-
isting streaming alternatives. Swift uses 16% and 22% less
bandwidth compared to Grad and BOLA-FS, incurred due
to compression overhead and wasted bandwidth respectively.
Pensieve and BOLA results in comparatively less bandwidth
waste, but cannot upgrade quality when the network improves
resulting in poorer video quality (Figure 12).

6.2.3 Reaction to Bandwidth Fluctuations

One key advantage of Swift, or layered coding in general,
is that it can adapt to bandwidth fluctuation without wasting
bandwidth (see Figure 3). To illustrate this, we use an example
network trace that starts with an average low bandwidth of
1 Mbps for 100 seconds and increases to average 18 Mbps for
the rest of the trace (250 secs).

To compare the performance of these different streaming
techniques, we measure the reaction time in two ways: 1)
reaction time to any quality (RTA), which is the elapsed time
between when the bandwidth increases to when the user expe-
riences any higher quality video, 2) reaction time to highest
quality (RTH), which is the elapsed time between when the
bandwidth increases to when the user experiences the highest
sustainable video quality.

Figure 16 shows one scenario how the different stream-
ing algorithms adapt to changing network condition for a
250 second sample trace. The black line shows the change
in throughput. Swift is the first to react to the change in
throughput of all the other alternatives. Figure 17 shows qual-
itatively that Swift reacts faster, both in terms of RTA and
RTH, compared to the alternatives.

Overall, the normalized average video segment quality of
Swift throughout the trace was 1.8 compared to the next best
alternative, which was 1.6. The reaction time is low even when
the throughput decreases instead of increasing (not shown).

6.3 Compression Results
We compare Swift’s codec with:

• HEVC [53]: This is the most commonly used video codec
for video streaming today. We use the libx265 library
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Figure 16: Swift reacts faster compared to all other alterna-
tives. Throughput changes at the 100 second mark.
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Figure 17: Reaction time. Swift reacts 2× and 2.5× faster
than Grad and BOLA-FS to reach highest quality, and 25%
and 40% faster to reach any high quality.

from FFMPEG [7]. We did not investigate the latest coding
standard VVC [59] as it is still in its early stage. We report
H.265 results with commonly used codec configuration.7

• Scalable HEVC (SHVC) [12]: This is a state-of-the-art
layered coding method, built as a scalable extension of
HEVC also known as SHVC [12]. We evaluate SHVC
using a reference implementation from [1].

We present the result averaged over three datasets. One
dataset is the test set from the Kinetics dataset (§5). The other
two datasets are VTL [6] and UVG [5] that are not used
in training. All VTL test videos are in 352×288 and UVG
videos are in 1920×1080 resolution.

6.3.1 Compression Efficiency

Figure 18 shows the video quality vs. video size in terms of
bits per pixel (BPP) after compression. The metrics we use
are: 1) PSNR – this computes the peak signal to noise ratio
between two images (higher PSNR indicates better quality
of reconstruction), and 2) MS-SSIM (multi-scale structural
similarity index method) – a perceptual quality metric taking
into account the structural information to weigh more on
the spatially close pixels with strong inter-dependencies [56].
For SHVC and Swift’s layered coding a total of 6 layers
are used to produce the plots – each point refers to the joint
performance of all 6 layers. For HEVC or H.265, each quality
point is encoded independently with a different bitrate.
Swift’s layered coding achieves 58% better compression

on average compared to traditional layered coding (SHVC).
7We use fast preset with group of pictures value 30.
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Figure 18: Compression efficiency. Swift’s Layered coding
outperforms the traditional layered coding SHVC and per-
forms close to HEVC.
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Figure 19: Encoding and Decoding latency. Both the encoding
and decoding latency Swift’s layered coding is significantly
less than traditional layered coding. More importantly, the
decoding latency of Swift’s layered coding is independent
of number of layered codes unlike traditional layered coding.

The compression difference is mainly due to the cross-layer
overhead incurred by SHVC. Swift’s compression is close
to that of HEVC with Swift performing poorer by 0.02 MS-
SSIM and 0.8 dB in the median case. However, the QoE when
using Swift is still better than the QoE than HEVC because
of the fine-grained rate adaptation benefits.

6.3.2 Encoding and Decoding Latency

In this set of experiments, we compare the encoding and
decoding latency of Swift’s codec and the state-of-the-art
layered codec (we omit regular HEVC codec here because
it has negligible latencies). The evaluation here benchmarks
the latency on a Desktop machine (Intel 12 core CPU with
Nvidia RTX 2070 GPU).8 Figure 19 shows average per-frame
encoding and decoding latency as a function of number of lay-
ers. There is 15× increase in encoding latency from layer one
to six in case of traditional layared coding (SHVC). Swift’s
layered coding has an encoding latency of 20ms for one layer
and increases proportionately by 6× for the sixth layer. While
improvements are still needed to get close to the encoding la-
tency of regular (non-layered) codec, the encoding latency in
Swift is significantly less than SHVC. More importantly, the
decoding latency of Swift’s layered coding is independent
of the number of layers, while SHVC increases proportion-
ately similar to encoding latency. This is due to the use of the
single-shot decoder of Swift (§3.3).

8Of note, HEVC and SHVC are run on the CPU and our layered coding
runs on GPU as it is the most efficient on the GPU.



7 Discussion

Swift’s layered coding addresses compression overhead chal-
lenge highlighted in §2. Below we discuss some of the addi-
tional benefits as well as limitations of layered neural codecs.

7.1 Additional Opportunities of Neural Codecs
Flexible data-driven approach: In a learning-based ap-
proach to video coding the learning can be made video spe-
cific, for example, customized to video types [9], likely provid-
ing an opportunity to better learn video type-specific features.
This ultimately leads to streaming quality improvements rela-
tive to the one-size-fits-all solution that exists today.
Software-defined coding: Unlike existing codecs, neural
codecs do not need to be baked into a fixed hardware. They
are more easily upgradable. Common ML tools (e.g., Py-
torch with CUDA support) ensure that running neural codecs
on data parallel co-processors (e.g., GPUs) requires signifi-
cantly less development cycle compared to porting traditional
codecs. The softwarization of video coding gives the content
providers flexibility to integrate codec features on demand,
support agile codec development, provide royalty-free codecs,
and eliminate compatibility issues.
Design of application-specific codecs: Various video ana-
lytics solutions [21, 24, 62] often apply DNN-based analytics
(e.g., object detection and classification) on video streams
that are coded using traditional video codecs. However, this
results in suboptimal performance because they are originally
designed for human perceptual quality. Instead, neural codecs
are amenable to training with loss functions more tuned to-
wards appropriate analytics. Similarly, specialized codecs can
be designed for conferencing or surveillance that may have
constant backgrounds or other commonly appearing features
that, once learnt, can be compressed very efficiently.

7.2 Limitations of Neural Codecs
One key assumption of Swift is that the client devices need
to be equipped with GPUs or other similar accelerators to
run neural networks. Otherwise, the decoding latency could
become a bottleneck. While such accelerators are expected to
be commonplace, they do add to the device cost and energy
consumption. Also, the current design of Swift targets on-
demand video streaming because the iterative layered coding
does not offer real-time encoding. More work is needed on
the encoding side for applying Swift to live video applica-
tions (such as conferencing or live analytics) to overcome the
encoding latency challenges.

Finally, the QoE evaluations for Swift are done using a
learning based ABR algorithm based on Pensieve [35] and
Grad [31]. It may be challenging to generalize such algo-
rithms for unknown environments that can still occur in prac-
tice [34, 63]. However, given our characterization of the input

and output along with the objective function, we expect that
other algorithmic ABR approaches (such as BOLA [52] or
FUGU [63]) are equally applicable for Swift.

8 Related Work

Video streaming: There has been an extensive prior work
on improving QoE for regular video streaming. Much of
the previous work focuses on improving the adaptive bi-
trate algorithms by better predicting the available through-
put. Festive [25] predicts throughput using a harmonic mean.
BBA [23] and BOLA [52] take into account the buffer ca-
pacity to determine video bitrate. Fugu [63] and MPC [66]
use learning-based throughput prediction. There is a recent
interest in using reinforcement learning for adaptive bitrate se-
lection (e.g., Pensieve [35] and other follow-up work). Recent
solutions such as SENSEI [69] improves QoE by introducing
user sensitivity into ABR algorithms. Swift is able to extend
existing ABR algorithms for use with neural codecs and can
synergistically optimize network and compute resources to
improve QoE.
Video compression: Traditional compression methods such
as H.264/265 [53, 57] employ many algorithms that include
frame prediction [64, 70], transform coding and quantiza-
tion [18, 40, 48, 58], and entropy coding [54]. In the past
decade or two, there have been several studies on improving
both the compression efficiency and coding latency for these
algorithms on an individual basis [15, 16, 26, 49]. Similarly,
there have been extensive studies on improving the traditional
layered coding, while still facing challenges of compression
overhead and high latency [11, 14, 67]. Unlike all these algo-
rithmic codecs, there is a recent shift in codec design using
deep learning [32, 43, 44, 60]. Swift belongs to this second
category and develops layered coding on top of neural codecs.

9 Conclusions

We have described Swift, an adaptive video streaming system
using layered neural codecs that use deep learning. Swift’s
neural codec achieves efficient layered compression without
introducing cross layer compression overheads and eliminates
the dependency of decoding latency on the number of layers.
Swift extends existing ABR frameworks to accommodate
layered neural codecs and demonstrates significant perfor-
mance benefits compared to state-of-the-art adaptive video
streaming systems.
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Figure 20: An example of a base neural codec and its internal logic to encode and decode a video frame in a single iteration.

A Appendix. Example Neural Codec

Swift’s layered neural coding is designed as a generic ex-
tension that can be implemented on top of any neural codec,
and hence throughout the paper, we considered neural codec
as a blackbox without discussing the internal details of codec
logic. In this section, we present an example codec for a bet-
ter understanding of neural coding principles. This example
follows the design of VCII [60], the same design we also used
in our implementation.

In general, most of the existing neural codecs follow tra-
ditional concepts of I, P, and B frames when compressing
a video [22, 43, 60]. An I frame is compressed much like
an image with no reference, and P/B frames reference other
frames for reconstruction as they encode motion and residual
information relative to the reference frames. Swift adopts a
similar approach of compressing I frames and P/B frames sep-
arately by using i) a neural image codec [55] for compressing
I frames, and ii) a neural video codec [60] for compressing
P/B frames. The output for each of these frames after the en-
coding stage from the Autoencoder, is a neural representation,

i.e., code bits with floating point values. The code bits for I
frames represent directly the frame data, however, the code
bits P/B frames represent motion and residual information
with respect to the reference frames.

Figure 20 shows an example codec structure followed by
[55,60] as well as Swift. It contains three key parts: encoder,
binarizer, and decoder. The encoder takes the original video
frame as input and applies convolutions (along with an LSTM
block) to downscale the frame into a low dimensional vector.
In our example, we have four such blocks, each downscaling
the frame resolution by half. For example, when we encode
a 1280× 720 frame, the output of encoding stage contains
80×45×512 resolution with floating point representations.
After the encoding, a binarizer converts the floats to a binary
bitstream with the same resolution but packs each float in b
bits. Optionally, these bits can be further passed through an
entropy encoder [54] to compress the bitstream efficiently.
During the decoding process, a reverse process is learned by
upsampling the frame resolution at each stage in the network,
achieving the original resolution at the final stage.
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